
One Mixture of encoders retrieval vs 
many rerankers: A modern approach 
to search and recommendations



Vector based search 
If the data was just 
text
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Well … there are 
problems 
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Real world data is
not just text!

{
rating : 3.7,
description : “toothbrush with small head for hard-to-reach areas”
category_id : 47
price: $29.99
total_availability : 10
locations : “399 Geary St.”, “1059 Hyde St.”
image: s3://path/to/image.png
.. 50 other properties ..
}



With text-only embeddings, you have to handle 
text separately from your other data and/or
use slow, low quality & high cost workarounds*
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:( Stringify & vectorize

It’s extremely noisy to 
stringify & text-embed 
whole objects like users, 
SKUs or content+metadata. 
See below for cosine( 
  textembed(str(50)),
  textembed(str(1..100))):

:( Candidate re-ranking

Semantic ranking & ColBERT 
only use text, learn2rank 
models need ML Engineers.

Broad queries eg “popular 
pants” can’t be handled by 
re-ranking at all, due to 
poor candidate recall.

:( Metadata filters

When you convert a fuzzy 
preference like “recent”, 
“near” or “popular” into a 
filter, you model a sigmoid 
with a binary step function 
= not enough resolution.

Actual 
preference

Binary
filter

Other
products
Pants
Popular
pants

* additionally making more advanced topics like feedback loops, personalization, 
explainability and control inaccessible

https://cohere.com/rerank
https://github.com/stanford-futuredata/ColBERT
https://xgboost.readthedocs.io/en/stable/tutorials/learning_to_rank.html


“Sparkly dress for a Christmas party under 100”
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Without Superlinked With Superlinked



Production data is complex - not just a 
simple text query !
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Introducing mixture 
of encoders



Mixture of encoders - a whole lifecycle product 
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Superlinked’s solution

Benefits:
- Weights
- Explainability
- Business logic
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Map data to a multi dimensional space



Superlinked in 
Production



77% Increase in Conversion Rate
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Production Case Study



Before             vs        After 
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- Algolia + manual curation 
 

- Disjoin recommendations 
(from CRM, for you page, 
collections, bundles, 
checkouts, out of stock 
models etc.
 

- No real time streams but 
updates and interaction data 
took 24h

- Superlinked mixture 
of encoders framework



Open source 

Repo + evals

Test our claims, maybe 
you will help us find 
gaps ! 
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Information Retrieval benchmarks - How close are they 
to your business problem ?

Massive Text Embedding Benchmark (MTEB) 
- Text; Image is a recent addition
- A blended score of various metrics
- Retrieval: tops out at ≈ 0.6
- NO METADATA

Benchmarking-IR (BEIR)
- Text (short- a few ¶!); no images
- Relies heavily on synthetic queries
- No negative examples to teach model 

what irrelevant results look like
- NO METADATA



A Superlinked benchmark (coming soon!)  
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Based on the Wayfair Annotation Dataset

query candidatesItems

top N 
ranked 
results

LLM 
judge

Pairwise ranking 

Superlinked 
Vs 

BM25, ColBERT, 
cross encoders

https://superlinked.com/vectorhub/articles/airbnb-search-benchmarking
https://superlinked.com/vectorhub/articles/airbnb-search-benchmarking
https://superlinked.com/vectorhub/articles/airbnb-search-benchmarking
https://superlinked.com/vectorhub/articles/airbnb-search-benchmarking


Open source repo
For AI engineers

17

Open source

 Github repo

https://github.com/superlinked/superlinked


Even more open source resources
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Vector DB comparison table
Lots of support in docs and 

in-depth tech  articles 

https://superlinked.com/vector-db-comparison
https://docs.superlinked.com/
https://superlinked.com/vectorhub/


Create your own real time recs store - 
demo 
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Check it out: 
https://recsys-nlq-demo.superlinked.io/

Learn how to build this yourself: 
https://links.superlinked.com/docs-tutorial

https://recsys-nlq-demo.superlinked.io/
https://links.superlinked.com/docs-tutorial


Thank You
Questions?


