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ABOUT ME

e Doing ML for 12 years
e Quanttrading — Credit risk - eCommerce
e Relevancy & ranking @ Findify



SHOP BY BRAND

= FILIERS

CATEGORY

Accessories
Bottled Ink
Bottom shelf
Brush Pens
Converters
DipPens

+More

PRICE

O under 52000
O 520.00-$50.00
O $50.00-$100.00
O $10000- 520000
O $20000- $50000
O ss0000&up

BRAND

O Aston Leather
O urora

O sevu

O carton

O daiefortaine
O coloring

+More

coLor

(1583)

INK PAPER ACCESSORIES SPECIALS

Showing 2448 results for "pen”:

Conkiin Duragraph Fountain Pen -

Turquoise (Limited Edition)
122221

EXCLUSIVE

EXCLUSIVE

Diplomat Magnum Fountain Pen
prismatic Purple
KRKHK

52160 $60.00

E rd

Pineider Pen Filler
Khkhk

Platinum Preppy Fountain Pen - Crystal
KRRk

$25.00 $5.00

SHOPPING GUIDES

ABOUT FINDIFY

ResouRces *

Log in| My account | Basket /5)
MMS yarn .

SHOP NOW AND PAY LATER WITH KLARNA. SEE T4CS.
T9H5P8

9

™ BRICK Q

Fopuianty
ST 8Y

Choose Your Currency  GBP NEW  CLOTHING  BLUELIFE™  DRESSES  SWIMWEAR  SALE  DESIGNERS  STORES LOG IN

O Qi

Newinv Yarnv  Colour & Value Packsv  Kitsv  Patterns&Books v Needles, Hooks & Accessories v Designer Shops v~ Blog ~ CLEARANCE

Furniture

FLASH SAZE[meos

SEARCH RESULTS

Ht Fiureas SHOWING 3455 RESULTS FOR "YARN". Displayed products 24 per page v SORTEY:  Popularity v CEE O OWNEND ¢ GO0 e SR BOAD @ BOIR o view | 30 2 SORT | FEATURED s ON SALE FURNITURE
TWSBI Diamond SB0AL Fountain Pen - CATEGORY -
emerald (Special Edition) it rurens o€ x
*kkk R All Categoriss s SHOWING 1-30 OF 1073 ITEMS
Kriting kits 9
$60.00 - $65.00 o (o4
Kriting Leaflets (82) cATEGORY -
Colour Packs 37 All Categori
ety SAVE 10% Sunshine Baby NEW! YARN The After NEWI Cygnet Yarns Pato ategories =
nitting Yam (o0 Blanket in Cygnet Yarns  SAVE10% Whispers Party 42 - Confetti Everyday DK Bedroom Package a6)
Crochet kits 679 Kiddies Super Safeand ~ From The Past - Blanket 100% Acrylic | 270m Chair )
Value Pack (180) Soft DK (CYN134) Blanket - Stylecraft 70% Cotton /30% Acrylic | 34 shades available
270m Special Aran - Purely 130m a2 Dining Room Set )
+ Mone 2options available Patriotic Yarn Pack 20ptions available Sectional , @
55 £0.00 - 618.81 £20.99 £4199 £1.00 - £48.84 End Table o
Z BRAND - Ottoman 16) $799.00
+ore 2-Piece Linen-Look Fabric
O styiecrart ) [ Sectional - Grey
O king Cote 1585) }\ ¥ % Made In Canada
O Rowan (349) A\ MATERIAL -
AN S/
O sirdar 506) A\ \V\ { 0 Chenille )
[0 ames c. arett (202 / AN ; O Fabric 1 E
Traveler's Company Brass Fountain Pen O scheepies ) — O FauxConcrete )
PO NEW! Scheepjes YARN Cygnet Yarns Kiddies
+ MoRE Book-a-zine - Reef SAVE 10% Whispers SAVE10% Whispers Supersoft DK 0 Faux Leather '
$56.00 75 From The Past - From The Past - 298m O Foam )
; Blanket - Stylecraft Blanket - Stylecraft T1shades available O Giss
_ Special DK - Paint Box  Special DK - Pretty £209 -
Yarn Pack Pastels Yarn Pack - . y A

o white-label eCommerce Saa$S search
e 20M searchable products
e« 50M MAU

FLASH SALE | June 05 SEE DEALS >

o

Home Decor Seasonal Save v

SEE DEALS 3

sorTey.  Popularity v

$449.00 $99.00

Benson Leather-Look Fabric Sofa Nico Queen Headboard - Grey
- Dark Brown




AGENDA

e Personalization

e Doingitwrong

e Doingitright*

e Methods and solutions




RANKING: CURRENT STATE

e Search: ElasticSearch/SOLR, TF/IDF, BM25
o Listings: sort by popularity
e Recommendations: CF/SVD/ASL



BM25: an intuitive view

Common words

Repetitions of query less important

words < good

\

- P(D|R=1) (d,01+k)
SP(D|R=0) \“\/d_+k((1-b)

e

—
More words in Repetitions less important than
common with the different query words

query =» good

But more important if

document is relatively
long (wrt. average)

Copnngha &£ 2014 Vicror Laveenko


https://www.youtube.com/watch?v=XFIKE34HafY

BM23

type "cat" - get cat

(i) Sponsored

(i) Sponsored

® zalando NG R
Discover +LUS
Q. jeans X
Sort by ~ Size -~ Brand -~ Colour ~ Price ~ Material - Sustainability ~ Length ~
Specialty sizes -~ Collection -~ Trouser rise ~ o2 Show all filters
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HOW TO LOOSE A CUSTOMER

e only first items are important
o irrelevant top-N = lost customer



BM25 WITH BENEFITS

ldea: rank by relevancy AND popularity

score = bm25 * log(1 + clicks)

Product BM25 #ofclicks Score
pl 1.7 20 2.24
p2 1.6 350 4.07
P3 0.7 600 1.94




BM25 WITH BENEFITS

Product BM25 #ofclicks Score

P2 1.6 350 4.07

pl 1.7 20 2.24

1.94




BM25 WITH BENEFITS

R KRN
v 2D | )

score = bm25 *log(1 + clicks)

score =cq +c2 *bm25 * log(c3 + clicks)




A BETTER RANKING FORMULA?

e why only clicks?

- let's add pageviews, purchases and carts!
o |et's add windows for 1-7-14 days!
e more constants to tune!




A BETTER RANKING FORMULA?

probably won't
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work out of the box -> needs training!
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LTR: GOAL T0 OPTIMIZE

Product BM25 of clicks Interaction

pl 1.7 100

pD2 0.9 20 click

p3 0.7 600



MNumber of clicks

6000

2000

4000

3000

2000

1000

0

FEEDBACK LOOP

Clicks per product

Ve RIRP LN LLP LT O

Product #



MNumber of clicks

FEEDBACK LOOP OF BAD SEARCH

Clicks per product
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MNumber of clicks

FEEDBACK LOOP OF BAD SEARCH

Clicks per product
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MODEL BIAS

Produce ranking based on past clicks
Collect clicks influenced by previous ranking
Retrain model on clicks

Repeat




(onueRrsiON

TRUE PRODUCTION STORY




% of clicks

POSITION BIAS

Click position distribution
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2% of all clicks
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Click position cumulative distribution
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POSITION BIAS: EXPERIMENT

default ordering vs random shuffling a/b test

30.00%

25.00%

20.00%

15.00%

10.00%

5.00%

0.00%

Clink ranks

10 11 12 13 14 15

B nomal
B random






ESTIMATE THE BIAS?

observed relevancy = bias + true relevancy

1. Estimate the bias
2. Subtract the bias

3. PROFH true relevancy



IPW: INVERSE PROPENSITY WEIGHTING

Wang X. - Position bias estimation for unbiased learning to rank in personal search

e Query-level Propensity:

- downsample queries where avg(click_rank) is too high

e Document-level Propensity:

- lower weight for top clicks

3 MeCaormaction
A RandPairCorrected
EE EMCorreckted

=
=
@
& §
=
-
]
=
=

Figure 3: Ranking effectiveness comparison of pairwise ap-
proaches with different position bias correction methods.



https://static.googleusercontent.com/media/research.google.com/en//pubs/archive/46485.pdf

DOCUMENT LEVEL PROPENSITY

Query: socks

e "Star wars socks" on position 1: 50 clicks
o "Star wars socks" on position 5: 20 clicks
e "Star wars socks" on position 25: 3 clicks



IPW: PROS AND CONS

e Estimation depends on context

e More contexts - more data needed

o Improper estimation may produce another bias
e Need for shuffling

You're not google!




CURSE OF OFFLINE LEARNING

e production training data is biased
e de-biasingis hard

do we really need to stay offline?



REINFORCE

ENT LEARNING

o Explore: poke real people, observe reaction
- if you rank by popularity, noone knows what would happen if ranked by CTR

e Exploit: use it for better results
e Goal: minimize the regret / maximize the reward



MULTI-ARMED BANDITS

gl TR ——

-l 1




MULTI-ARMED BANDITS

e Slot machines with unknown win probability
e Exploit: maximise the $$$ won
e Explore: which one has highest win chance?



MULTI-ARMED BANDITS

Bandit| |Bandit| |Bandit| |Bandit

30%

current current current current
success success success success
rate rate rate rate

}

Next
choice?

e Greedy: choose arm with max success rate
o e£-greedy: P(g) =random, P(1-¢) = greedy
e LinUCB: choose arm with Upper Confidence Bound
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LIN-UCB

e Choose the arm with the highest optimistic reward
e Won? UCB goes up, eat cookie

iy o
5 i A

e Lost? UCB goes down
=> Other arm on next iteration



LIN-UGB MEETS RANKING

What is an arm?

e Document?

- Works great for small datasets like news articles

- What if item set is large?

e Feature?

- How rank influences reward?



CASCADE-LIN-UCB

S. Zhong: Cascading Bandits for Large-Scale Recommendation Problems

score=cq f1+..+cN* N

e Arm:feature value (# of clicks, purchases)
e Explore:increase-decrease feature weight
- rank by score, see how it affects reward
e Reward: Increase $$%

e Choose nextarmviaLinUCB


https://arxiv.org/abs/1603.05359

RL: A/B TEST ON STEROIDS

e A/Btest when segments are dynamic
e Compare previous iteration with candidate
e Reward goes up = success
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CASCADE-LIN-UCB IN PRACTICE

e Reward doesn't depend on score
s Combine multiple business objectives!
= 50% CTR + 50% Conversion
= Click probability?

e Linear model: easy to explain

e Requires a LOT of time to converge

e Linear model: tough with non-linearities



GOING NDCG

H. Oosterhuis: Differentiable Unbiased Online Learning to Rank

e Reward ~= NDCG
e NDCG is not smooth => use pairwise loss


https://arxiv.org/pdf/1809.08415.pdf

PDGD IN PRACTICE

Much faster to converge

- weights are updated on each interaction!

No way to plug whatever reward :(

- Focused on pairwise loss => better NDCG

Linear model: easy to explain
Linear model: tough with non-linearities
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COLLABORATIVE RANKING

S. Gupta @ Amazon: CPR: Collaborative Pairwise Ranking for Online List Recommendations

e User/item explitict and latent features
e Weight ~ pairwise loss
o Like MF SVD/ALS for recommendations


https://assets.amazon.science/70/3c/18293d7c475f8fbf55e4171c7340/cpr-collaborative-pairwise-ranking-for-online-list-recommendations.pdf
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CPR IN PRACTICE

e Complex math: tricky to update in realtime
e Focus on pairwise loss
e Good luck with explainability
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CURRENT STATE OF AFFAIRS

THERE'S N0 SILVER BULLET

e Heavy NDCG focus
e NDCG is not a business metric!

- There were cases when NDCG goes up, but CTR & Conversion goes down

- What if people click higher but less frequent?

e Focusing on AOV/Conv/CTR is hard :(



TOWARDS A SMARTER RANKING

e Which reward is important to you?

e Ensemble of models: combine strengths!



o Slides: dfdx.me/slides/reinforcement-learning-in-search
e Me: linkedin.com/in/romangrebennikov/


http://dfdx.me/slides/reinforcement-learning-in-search
https://www.linkedin.com/in/romangrebennikov/

(UESTIONS?

Derp Learning 100 200 300 400 500
Holywar 100 200 300 400 500
Code of Conduct 100 200 300 400 500
Cargo cult 100 200 300 400 500
TensorFlow 100 200 300 400 500
Haskell 100 200 300 400 500

a slide by @nikitonsky



